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Abstract

The framework of incompressible nonlinear hyperelasticity and viscoelasticity is applied to the derivation of one-dimensional models of nonlinear wave propagation in fiber-reinforced elastic solids. Equivalence transformations are used to simplify the resulting wave equations and to reduce the number of parameters. Local conservation laws and global conserved quantities of the models are systematically computed and discussed, along with other related mathematical properties. Sample numerical solutions are presented. The models considered in the paper are appropriate for the mathematical description of certain aspects of the behavior of biological membranes and similar structures.

1. Introduction

Biological membranes are thin soft biological structures that play vital roles in a living organism (Humphrey, 1998) and optimize their shape and function in response to stimuli from the environment (Badir et al., 2013; Checa et al., 2011). With their thickness rarely exceeding a few millimeters, biomembranes are able to withstand large physiological loads. Typical examples of biomembranes include the skin (Zöllner et al., 2012), the mucous membrane lining the air-organ interfaces of the respiratory and digestive systems (Li et al., 2011), the fetal membrane (Joyce et al., 2009), the tympanic membrane (Fay et al., 2005), and the heart valve membranes (Rabbah et al., 2013).

The membrane of a biological cell involves an assembly of filaments linked together as a part of a network, or associated with the cell membrane to build a two-dimensional thin sheet. Two-dimensional biological networks may be wrapped around a cell as its wall, or attached to its plasma or nuclear membrane. Structural elements of biological cells are soft and responsible for the large deformability and easy motion of the cell, contrary to the majority of the engineered man-made thin structural materials used in sheet industries. The mechanics of biological membranes is clearly related to the network architecture and the elasticity of the filaments. Mechanical models for cells can be derived using either micro/nanos-structural or continuum approaches, as explained in detail, for...
example, in Assidi et al. (2011) and references therein. Although the continuum approach is more straightforward, the identification of the continuum behavior of a membrane is challenging, as the membrane may be highly anisotropic due to unequal chain lengths and properties of the threads. The constitution of biomembranes as bilayers entails a rather floppy behavior, with bending as the dominant deformation mode in comparison to stretching (Boal, 2012).

The complex mechanical behavior of soft biological tissues results from the deformations and interactions of the constituent phases, including collagen, elastin, muscular, and matrix components, such as proteoglycans. Collagen fibre-rich tissues are classically modeled as composite materials made of one or several families of collagen fibers immersed into a very soft isotropic solid matrix composed mainly of proteoglycans. The preferred fibre alignment is described by a structural tensor entering the strain energy function (Boehler, 1978; Spencer, 1984). Elastin fibers stretch out at low mechanical strains, while the wavy collagen fibers uncrimp without a marked contribution to the overall skin stiffness (Limbert and Taylor, 2002). At higher strains, the stretched cross-linked collagen network carries most of the load up to the characteristic strain locking.

Due to the complex multi-scale hierarchical nature of biological tissues and the resulting difficulties in their experimental characterization, the development of structural models has been limited to favor continuum-based phenomenological hyperelastic and hyper-viscoelastic models (Hürschler et al., 1997; Holzapfel and Ogden, 2009; Criscione et al., 2003; Sacks, 2000). The traditional approach to formulate constitutive laws for biological soft tissues relies on invariant formulations which postulate the existence of a strain energy function depending on a set of tensorial invariants of a certain strain measure. Tensor invariants are selected that characterize the particular deformation modes reproducing real deformations of the tissue. An additive split of the fibre and matrix strain energies is assumed in such phenomenological models that accordingly decouple fibre and matrix effects (Holzapfel et al., 2000; Humphrey, 2003; Humphrey and Yin, 1987; Limbert and Taylor, 2002).

Experimental results reveal the insufficiency of elastic models due to their rough approximation of the actual response, since they ignore the time-dependent behavior of tissues (Prevost et al., 2011; Marchesseau et al., 2010). To address this deficiency, viscoelastic models are used (Fung, 1993; Roylance, 2001). Time-dependent responses of soft biological tissues have been analyzed through monotonic tensile tests at various strain rates and through creep tests (Arumugam et al., 1994; Pietollo et al., 1996; Yanjun et al., 2001; Shergold et al., 2006; Kettaneh et al., 2007). A large number of phenomenological constitutive models have been developed to simulate the experimentally observed anisotropic and time-dependent biomechanical response. The anisotropy is modeled by introducing structural tensors into the constitutive models, as illustrated in, e.g., Humphrey and Yin (1987), Ehret and Itskov (2007), Peña et al. (2011), and Maher et al. (2012). Viscous effects can be modeled using a viscous potential function (Germain, 1973; Pietollo and Rakotomanana, 2000; Roan and Vernaganti, 2011).

Wave propagation in soft biological materials has received considerable attention due to its importance for imaging techniques, which aim at implicit measurements of mechanical properties or visualization of organs (Valdez and Balachandran, 2013). In particular, tissue stiffness measurements can be performed in vivo, through the measurement of shear wave propagation speeds (Sarvazyan et al., 1998; Sandrin et al., 2003; Rouze et al., 2013). The development of accurate models for ultrasound propagation in soft tissues requires the consideration of nonlinear effects in wave propagation, due to the large amplitudes of the acoustic waves. Taking nonlinear effects into account is beneficial for modern ultrasound scanners that employ tissue harmonic imaging, since it provides images with improved clarity and contrast. The attenuation and dispersion of waves, as well as the wave speed, are essential parameters determining the depth reached by the waves and the quality of images. Due to the presence of constituents with viscous properties, soft tissues are absorbing at ultrasonic frequencies with the absorption following a frequency power law. In the context of nonlinear wave propagation, an accurate model of acoustic absorption is of particular importance as the generation of higher frequency harmonics due to nonlinear effects is balanced with their absorption. Furthermore, since soft biological tissues such as biomembranes contain different constituents, including water, their wave propagation characteristics, such as the sound speed and density, are weakly heterogeneous, with variations between the different types of soft tissue of the order of 5% (Krouskop et al., 1987).

The assessment of viscoelastic properties of soft tissues has raised a growing interest in the field of medical imaging in the last two decades, due to the fact that the measurements of local changes of stiffness can be used to detect pathologies. Methods related to dynamic elastography (Krouskop et al., 1987; Lerner et al., 1988; Yamakoshi et al., 1990), such as sonoelastography (Parker and Lerner, 1992; Levinson et al., 1995) or transient elastography (Bercoff et al., 2003; Sandrin et al., 2003), can be used to determine elastic properties of soft biological tissues. Beyond the estimate of second order elastic moduli, the quantification of the nonlinear, anisotropic and viscoelastic effects in soft solids (Catheleine et al., 2003, 2004; Bercoff et al., 2004) is an important task that transient elastography is able to address, since the latter images, in real time, the transient propagation of shear waves. Based on the propagation of mechanical shear waves in tissues, diverse elastography techniques have the capability to quantitatively estimate the shear modulus of tissues, in a noninvasive manner (Bercoff et al., 2004; Palmeri et al., 2008; Mitri et al., 2011; Orescanin et al., 2010; Vappou et al., 2005; Hah et al., 2010).

The determination of elasticity model parameters for biological membranes is more involved in comparison to isotropic tissues, due to the occurrence of additional parameters associated with the fibrous microstructure. Initial stresses and/or strains are naturally present in soft biological tissues such as veins, arteries, skin, muscles, ligaments and tendons; for instance, skin is in a state of natural tension. The initial deformation introduces additional effective anisotropy into the wave propagation equations. The anisotropy of the deformation pattern due to either an initial state of finite deformation or to the fibrous microstructure is an important issue for various reasons: the wave speeds in biological materials are directionally dependent, and depend on the level and distribution of the existing deformation, onto which displacements associated with wave propagation are superimposed.
The analysis of nonlinear finite-amplitude wave propagation in biological tissues requires reliable models of fiber-reinforced anisotropic materials, which can take into account hyperelastic and viscoelastic effects. Since the pioneering contribution of (Toupin and Bernstein, 1961), based on the superimposition of small-amplitude oscillations on a finite initial homogeneous deformation, subsequent contributions followed (Thurston, 1965; Biot, 1965; Truesdell and Noll, 2004; Tokuoka and Saito, 1969), showing in particular that pure longitudinal and pure transverse waves can only propagate in the so-called specific directions, depending on material symmetries (Boulanger et al., 1994). The common adopted framework for treating such wave propagation problems is that of incremental waves based on linear approximations of the field equations, leading to incremental equilibrium (Ogden, 2007); fewer works consider the more general and more involved case of finite amplitude waves. The situation with the nonlinear dynamical theory of elasticity contrasts with the flourishing activity in the field of nonlinear elastostatics, especially for incompressible materials, starting from the landmark paper of Rivlin (1947). This is reflected by the fact that few closed-form exact solutions of the full governing dynamical equations have been found (see, e.g., Saccomandi, 2007; Cheviakov and Ganghoffer, 2012; Cheviakov et al., 2015 and references therein). The derivation of exact solutions for BVPs of nonlinear dynamical elasticity is an important and challenging problem nowadays. Even simplistic exact and approximate solutions for symmetry-reduced or simplified elastodynamic configurations are of value for the applications mentioned above, both for providing insights into the physics of the model and for the development and testing of specific numerical methods.

Modern methods of symmetry and conservation law analysis of differential equations (DEs) provide a framework for the systematic study of analytical properties of DE systems and boundary value problems (e.g., Olver, 2000; Bluman and Kumei, 1989; Bluman et al., 2010; Ibragimov, 1994). Similarity and symmetry-invariant solutions of partial differential equations (PDEs) arising in elasticity and plasticity theory have attracted the attention of researchers in recent years (see, e.g., Cheviakov et al., 2015 and references therein). Local conservation laws of DEs contain fundamental, coordinate-invariant information about the structure of the model. For a system of time-dependent partial differential equations \( \mathcal{R}(t, x, u, \ldots) = 0 \) with independent variables \( t, x = (x^i)_{i=1}^m \) and dependent variables \( u = (u^k(t, x))_{k=1}^n \), local conservation laws are given by divergence expressions
\[
\partial_t \theta + \partial_x \phi = 0, \quad \theta, \phi \in \mathbb{R}^n \tag{1.1}
\]
where \( \partial_t \) and \( \partial_x \) are total derivatives with respect to \( t \) and \( x_i \), and the differential functions \( \theta = \theta(u) \) and \( \phi = \phi(u) \) are the conservation law density and spatial fluxes respectively. (Summation in repeated indices is assumed where appropriate.)

Knowledge of local conservation laws (1.1) is essential for the analysis of existence, uniqueness and stability of solutions of nonlinear PDEs, as well as for the construction of linearizations and exact and approximate solutions; moreover, modern numerical methods, such as finite element, finite volume, and discontinuous Galerkin methods, require the differential equations in divergence form, or significantly simplify when this is the case (see, e.g., Lax, 1968; Benjamin, 1972; Knops and Stuart, 1984; Anco et al., 2008; Bluman et al., 2008, 2010; LeVeque, 1992 and references therein). The existence of an infinite set of local conservation laws admitted by a PDE model may be indicative of a special structure of model equations, such as integrability or invertible linearization. For reduced models formulated in terms of ordinary differential equations (ODE), local conservation laws yield first integrals, and are used to reduce the order and sometimes completely integrate the differential equations.

If the spatial fluxes \( \phi \) of a local conservation law vanish on the boundary of the spatial domain \( \partial \), as well as in the periodic case, the divergence theorem applied to (1.1) yields a global conserved quantity given by
\[
\mathcal{J} = \int_D \int \partial_t \theta + \partial_x \phi = 0. \quad \tag{1.2}
\]

In elasticity theory, a well-known application of conservation laws is the Eshelby energy–momentum tensor, and related path-independent integrals, which govern the energy release rate at a singularity (Budiansky and Rice, 1973; Hatfield and Olver, 1998).

For totally nondegenerate PDE systems, which include the vast majority of physical models, local conservation laws can be represented in terms of linear combinations of the given differential equations (Olver, 2000; Bluman et al., 2010):
\[
\partial_t \theta + \partial_x \phi = \lambda_n \partial_t [u] = 0, \quad \tag{1.3}
\]
for some conservation law multipliers \( \lambda_n \). The characteristic form (1.3) is the foundation of the systematic direct conservation law construction method (Anco and Bluman, 1997; Olver, 2000; Bluman et al., 2010) (for details, see Appendix A). For models arising from a variational principle, Noether’s first theorem establishes a correspondence between conservation laws and variational symmetries of the model. In practical computations, however, the direct method is often a preferred way of conservation law computations, for both variational and non-variational models (Bluman et al., 2009), since it requires simpler calculations. In the current contribution, the direct method is employed to compute local conservation laws of several wave propagation models in elastic and viscoelastic fiber-reinforced materials.

The main objective of this paper is the derivation of one-dimensional PDEs and conservation laws describing the propagation of finite-amplitude waves in soft biological tissues modeled within the framework of incompressible nonlinear hyperelasticity and viscoelasticity.

The contribution is organized as follows. In Section 2, hyperelasticity and hyper-viscoelasticity equations and basic constitutive models of elastic materials used in the paper are reviewed. In Section 3, a one-dimensional nonlinear wave equation describing incompressible anti-plane shear displacements for a single fiber family, for the fiber orientation along a constant unit vector of an arbitrary direction, is derived. Equivalence transformations are computed, invertibly relating the general PDE for any fiber direction angle \( \gamma \) to the simpler PDE for \( \gamma = 0 \). Analytical properties of the nonlinear wave equations are studied, including the loss of hyperbolicity condition, wave breaking, and the Lagrangian density for a variational formulation. Local conservation laws and global conserved quantities
are computed. A sample numerical solution exhibiting d’Alembert-type traveling wave splitting is presented.

In Section 4, a system of coupled nonlinear wave equations is presented which describes planar shear waves, i.e., displacements orthogonal to an axis, in the case of a single fiber family. Equivalence transformations are derived, which again invertibly relate the equations for an arbitrary fiber orientation angle with simpler ones corresponding to zero fiber angle. Local conservation laws are systematically computed. A variational formulation (a physical Lagrangian) is derived. Symmetry properties and exact solutions of the PDE system describing the planar shear waves with fibers along the propagation direction (fiber angle \( \gamma = 0 \)) have been previously considered in Cheviakov et al. (2015). Through the newly derived invertible equivalence transformations, the results of Cheviakov et al. (2015) are generalized onto the case of arbitrary fiber orientation.

In Section 5, anti-plane shear waves in a general two-fiber model are studied. The model provides a “flat cylinder” approximation of an arterial wall setup (Holzapfel et al., 2000). An explicit expression for the hydrostatic pressure and a hyperbolic nonlinear PDE satisfied by the displacement are derived. It is shown that the PDE can be invertedly mapped into a simple generic nonlinear wave equation of Section 3. A numerical computation illustrating sample fiber displacements is presented.

Section 6 provides a generalization of Section 3 results to include viscoelastic effects. It is shown that one-dimensional anti-plane shear type displacements satisfy a nonlinear PDE involving third-order mixed space–time derivatives in the damping term. Basic local conservation laws are computed, and a potential system is constructed. Unlike the initial PDE, the potential system has a simpler form of coupled evolution equations. The potential system is used for a numerical computation, in which the wave shape evolution is compared to that in the inviscid case.

Symbolic conservation law computations in the current paper were performed using the GeM software package for Maple (Cheviakov, 2007, 2010a, 2014). Numerical results were obtained using Matlab and COMSOL software.

### 2. Incompressible dynamic models of fiber-reinforced materials

The continuum governing equations and a number of constitutive models relevant to the description of anisotropic hyperelastic and hyper-viscoelastic materials exhibiting incompressible behavior are now considered. In Sections 3–6, these models are applied to the study of nonlinear wave propagation in specific symmetric configurations.

#### 2.1. Hyperelastic models

Suppose an elastic body occupies a material (Lagrange) spatial region \( \Omega_0 \subset \mathbb{R}^3 \), where \( \Omega_0 \) is an open bounded connected set having a Lipschitz boundary (Clarlet, 1988; Marsden and Hughes, 1994). The corresponding domain in the actual (Euclidian) frame is denoted by \( \Omega = \phi(\Omega_0) \subset \mathbb{R}^3 \). The position \( \mathbf{x} = (x^1, x^2, x^3) \in \Omega \) of a material point depends on the Lagrange coordinates \( \mathbf{X} = (X^1, X^2, X^3) \in \Omega_0 \) at time \( t \) according to \( \mathbf{x} = \phi(\mathbf{X}, t) \), where the mapping \( \phi \) is sufficiently smooth. The deformation gradient is given by

\[
F(\mathbf{X}, t) = \nabla \phi = \frac{\partial \phi}{\partial \mathbf{X}} = F_j^i.
\]

In this work, we study models described by incompressible motions, which satisfy the incompressibility condition \( J = \det F = 1 \).

For incompressible materials, the reference and actual mass densities are equal:

\[
\rho(\mathbf{X}, t) = \rho_0(\mathbf{X}) = \rho_0(\mathbf{x}),
\]

and are assumed time-independent.

The stress in the reference configuration is described by the first Piola-Kirchhoff tensor \( \mathbf{P} \), or a related second Piola-Kirchhoff tensor \( \mathbf{S} = F^{-1} \mathbf{P} \). For anisotropic hyperelastic materials, a scalar volumetric strain energy density function \( W^h = W^h(\mathbf{F}, \mathbf{A}_1, \ldots, \mathbf{A}_k) \) in the reference configuration is prescribed, defining the material behavior. Here the unit column vectors \( \mathbf{A}_j, j = 1, \ldots, k \), define \( k \) independent fiber families. An isotropic hyperelastic model corresponds to \( k = 0 \). For anisotropic models, it is common to use the form of the strain energy density

\[
W^h = W_{\text{iso}} + W_{\text{aniso}}
\]

a sum of an isotropic and an anisotropic contribution (e.g., Basciano and Kleinstreuer, 2009).

For incompressible models, the first and the second Piola-Kirchhoff tensors are respectively given by the formulas

\[
\mathbf{P} = -p \mathbf{F}^{-T} + \frac{\partial W^h}{\partial \mathbf{F}} = F \mathbf{S},
\]

\[
\mathbf{S} = -p \mathbf{C}^{-1} + 2 \frac{\partial W^h}{\partial \mathbf{C}},
\]

where \( p = p(\mathbf{X}, t) \) is the hydrostatic pressure, and \( \mathbf{C} = \mathbf{F}^\top \mathbf{F} \) is the right Cauchy-Green deformation tensor. Since \( \mathbf{C} \) is symmetric, the formula (2.4) is understood in the sense

\[
\frac{\partial W^h}{\partial \mathbf{C}} = \frac{1}{2} \left( \frac{\partial W^h}{\partial \mathbf{C}^1} + \frac{\partial W^h}{\partial \mathbf{C}^2} \right).
\]

A constitutive relation for an incompressible isotropic homogeneous hyperelastic material is usually given as an expression of the strain energy density \( W^h = W^h(l_1, l_2) \) in terms of the principal invariants of \( \mathbf{C} \):

\[
l_1 = \text{Tr} \mathbf{C}, \quad l_2 = \frac{1}{2} \left( (\text{Tr} \mathbf{C}^2 - \text{Tr}(\mathbf{C}^1)^2) \right).
\]

(For compressible materials, \( W^h = W^h(l_1, l_2, l_3) \) with \( l_3 = \det \mathbf{C} = f^0 \). A wide class of materials, including rubber-like hyperelastic materials, is described by the Mooney–Rivlin constitutive relation:

\[
W_{\text{iso}} = a(l_1 - 3) + b(l_2 - 3)
\]

with material parameters \( a, b > 0 \) (measured in the units of pressure); the case \( b = 0 \) is referred to as the Neo-Hookean model.

For anisotropic hyperelastic materials, the energy contribution \( W_{\text{aniso}} \) in (2.2) is commonly assumed to depend on pseudo-invariants involving fiber direction vectors \( \{\mathbf{A}_j\}_1^k \). For a single fiber family, for example, one has \( W_{\text{aniso}} = W_{\text{aniso}}(l_4, l_5) \), with

\[
l_4 = \mathbf{A}_j^\top \mathbf{C} \mathbf{A}_j, \quad l_5 = \mathbf{A}_j^\top \mathbf{C}^2 \mathbf{A}_j.
\]

(2.7)
For two fiber families, one can have, generally, 
\[ W_{\text{asso}} = W_{\text{asso}}(I_4, I_5, I_6, I_7, I_8), \]
(2.8)
depending on four pseudo-invariants 
\[ I_4 = A_1^T C A_1, \quad I_5 = A_1^T C^2 A_1, \quad I_6 = A_1^T C A_2, \quad I_7 = A_1^T C^2 A_2, \]
(2.9)
and possibly on the interaction pseudo-invariants (e.g., Holzapfel, 2000)
\[ I_8 = (A_1^T A_2) A_1^T C A_2, \quad I_9 = (A_1^T A_2)^2. \]
(2.10)
The quantities \( I_5, I_7 \) measure the squared stretch factor \( \eta \) given by
\[ \lambda_0 = FA_1 \]
(2.11)
along the fiber directions \( A_i \), \( j = 1, 2 \). The pseudo-invariants \( I_5, I_7 \)
are related to the effect of the fiber on the shear response in the material (Demirkoparan et al., 2010; Merodio and Ogden, 2005; Pandolfi and Manganelli, 2006). The pseudo-invariant \( I_8 \) provides coupling between the two sets of fibers; it is used in specific models such as that of the cornea (Pandolfi and Manganelli, 2006). The quantity \( I_9 \) is an inner product of fiber direction vectors in the material configuration.

The full system of equations of motion of an incompressible hyperelastic material in three dimensions is given by the balance of momentum vector equation and the scalar incompressibility condition:
\[ \rho_0 \dot{x} = \text{div}(\mathbf{x}) \mathbf{p} + \rho_0 \mathbf{R}, \quad J = \det \mathbf{F} = 1. \]
(2.12)
In (2.12), \( \mathbf{R} = \mathbf{R}(\mathbf{x}, t) \) is the total body force per unit mass.

**Remark 2.1.** It is important to note that when the body forces are absent or potential, the nonlinear PDE model (2.12) follows from a classical variational principle. In particular, when \( \mathbf{R} = 0 \), the Lagrangian density is given by
\[ L = -K + W^n - pJ - 1, \]
(2.13)
where \( K = \frac{1}{2} \rho_0 (\dot{x})^2 \) is the kinetic energy density. (Here and below, where appropriate, the dot denotes the time derivative.) The four equations (2.12) arise as the Euler–Lagrange equations through the action of Euler differential operators with respect to components of \( \mathbf{x} \) and the pressure \( p \) on the Lagrangian density (2.13) (see, e.g., Holzapfel, 2000; Cheviakov and St. Jean, 2015).

### 2.2 Hyper-viscoelastic models

A significant number of practically important materials exhibit, over specific ranges of stress and time, essentially viscoelastic behavior. Due to the complexity of the microstructural evolutions occurring within a material body, the constitutive modelling of the response of inelastic materials has no unique formulation. Thermodynamics offers a convenient framework for the development of constitutive equations (see, e.g., Hutter, 1977 for a review of various approaches). One can distinguish two different theories, ‘rational thermodynamics’ and ‘irreversible thermodynamics’ (see De Groot, 1951; Bataille and Kestin, 1979 for the works of their proponents). Irreversible thermodynamics differs from rational thermodynamics in the use of internal variables to account for history effects (dissipation) of the material. Approaches based on non-equilibrium thermodynamics prove useful as a framework for the derivation of generic constitutive laws, as well as specific constitutive models. The most widely spread existing theory relies on the notion of a local state, and involves a single potential, which includes the state laws (reversible part of the constitutive laws) and a dissipation (or pseudo-dissipation) potential for the description of its irreversible part (see Biot, 1954). Thereby, Biot laid down a variational formulation for nonlinear viscous phenomena including dynamics, based on d’Alembert’s principle. Such approach has proven adequate for the description of a wide range of materials and a broad spectrum of dissipative behavior types, including standard, standard generalized, rate dependent (viscoplasticity), and rate independent (plasticity) ones. Alternative theories, such as rational thermodynamics and its generalizations (e.g., Coleman and Noll, 1963; Truesdell and Noll, 2004; Caruthers et al., 2004), go beyond the local equilibrium assumption. Finite viscoelasticity models, which can account for large deformation rates by considering large deviations away from thermodynamic equilibrium, have been developed in, for example, Reese and Govindjee (1998), Sidoroff (1974), Haupt (1999a,b), Lubliner (1985), Le Tallec et al. (1993), and Dafalias (1991). Linear viscoelasticity theory restricts to small deviations from thermodynamic equilibrium (see, e.g., Coleman and Noll, 1961). Various other models have been suggested, including phenomenological ones (Ogden and Holzapfel, 2006) and quasi-linear viscoelasticity models (Fung, 1993; Abramowitch and Woo, 2004; Toms et al., 2002). For a review, see, for example, Boubaker (2009).

In the present work, we adopt the hyper-viscoelasticity approach of Holzapfel (2000), based on the use of a hyperelastic potential to describe purely elastic effects, and a viscous “dissipative potential” associated to purely viscous phenomena. The total stress consequently is given by the sum of an elastic and a viscous stress. (A similar additive decomposition would be obtained using Biot’s approach.)

In Holzapfel (2000) and related works, the hyperelastic strain energy density function \( W = W^h \) is modified to additionally include the viscous potential:
\[ W^v = W^h + W^v. \]
(2.14)
The dissipative potential \( W^v \) may incorporate terms describing short-term elasticity effects through pseudo-invariants that depend on \( \mathbf{C} \), as well as integral terms describing the long-term viscoelastic response. For example, in Pioletti and Rakotomanana (2000), in order to account only for short-term elastic effects, an expression
\[ W^v = \frac{\eta_1}{4} J_2 (I_1 - 3). \]
(2.15)
is employed. Similarly, in Merodio and Goicoeia (2007), within a viscoelastic model of a fiber-reinforced material, the dissipative potential is suggested in the form
\[ W^v = \frac{\eta_1}{4} J_2 (I_1 - 3) + \eta_1 \eta_2 \frac{k_1}{2k_2} \left( e^{k_1 - 1} - 1 \right), \]
\[ \eta_1, \eta_2 = \text{const}, \]
(2.16)
involving both the pseudo-invariant \( J_2 \) and an additional fiber-dependent pseudo-invariant:
\[ J_3 = A^T (\mathbf{C}^2) A. \]
(2.17)
The two terms of \( W^v \) (2.16) replicate the two terms of the hyperelastic strain energy density \( W^h \) used in that work.
Using the combined hyperelastic-dissipative potential (2.14), one consequently computes the modified second Piola–Kirchhoff tensor:

\[
S = S^h + S^v = \left[ -p \, C^{-1} + 2 \, \frac{\partial W^h}{\partial \varepsilon} \right] + \left[ 2 \, \frac{\partial W^v}{\partial \varepsilon} \right].
\]

For (2.15), for example, one has

\[
S^v = \sigma(t - 3)C.
\]

### 3. One-dimensional hyperelastic anti-plane shear motions

As a first specific model, we consider an incompressible hyperelastic material reinforced with a single family of fibers. This situation is representative of elongated soft biological tissues like muscles. Let the strain energy density be given by

\[
W^h = a(I_1 - 3) + b(I_2 - 3) + q(I_4 - 1)\gamma,
\]

with anisotropy material parameter \(q = \text{const} > 0\), i.e., a combination of the Mooney–Rivlin and the standard (quadratic) reinforcement terms. We note that the anisotropic term in (3.1) corresponds to the first term of the Taylor series expansion of a general analytic even function of \(I_4 - 1\), for example, the exponential model of Merodio and Goicolea (2007). Consider the following motions explicitly compatible with the incompressibility condition:

\[
\mathbf{x} = \begin{bmatrix}
X^1 \\
X^2 \\
X^3 + G(X^1, t)
\end{bmatrix}.
\]

The ansatz (3.2) describes the propagation of the displacements in the direction of \(X^3\) along the axis of \(X^1\), i.e., the anti-plane shear motions. With no additional assumptions made on the finite displacement \(G(X^1, t)\), one indeed has \(J = 1\).

Let the fiber family be directed along a generic unit material vector

\[
\mathbf{A} = \begin{bmatrix}
\cos \gamma \\
0 \\
\sin \gamma
\end{bmatrix}
\]

in the \((X^1, X^2)\) plane (Fig. 1).

The substitution of (3.1)–(3.3) into the momentum equations in (2.12) with zero body forces yields a single scalar nonlinear wave equation on the displacement \(G(X^1, t)\), and the hydrostatic pressure is computed explicitly. Using a simplified notation

\[
X^1 = x, \quad G = G(x, t), \quad p = p(x, t), \quad a = 2(a + b)/\gamma_0 > 0, \quad \beta = 4q/\gamma_0 > 0,
\]

one finds that the pressure is given by

\[
p = \beta \gamma_0 \cos \gamma (\cos \gamma G_x + 2 \sin \gamma) G_x + f(t),
\]

where \(f(t)\) is an arbitrary gauge determined by the boundary conditions. The transverse displacement \(G(x, t)\) satisfies a nonlinear wave equation

\[
G_{tt} = \left( a + \beta \cos 2\gamma \left( 3 \cos^2 \gamma G_x^2 + 6 \sin \gamma \cos \gamma G_x + 2 \sin^2 \gamma \right) \right) G_{xx}.
\]

Two important special cases arise.

**Case 1:** When the fibers are directed along \(X^1\), the displacement \(G(x, t)\) is independent of the fiber direction; the fiber-dependent terms in the dynamic equation vanish, and the nonlinear equation (3.6) reduces to a linear wave equation

\[
G_{tt} = \alpha G_{xx}, \quad p_x = 0.
\]

**Case 2:** When the fibers are directed along the wave \(\gamma = 0\), propagation direction \(x = X^1\), the PDE (3.6) reduces to a nonlinear wave equation

\[
G_{tt} = (3\beta G_x^2 + \alpha) G_{xx},
\]

and the pressure (3.5) simplifies to

\[
p = \beta \gamma_0 G_x^3 + f(t).
\]

Since \(\alpha, \beta > 0\), the PDE (3.8) is strictly hyperbolic; indeed, a one-to-one point transformation

\[
x = L x, \quad t = La^{-1/2} t, \quad G(x, t) = l \left( \frac{a}{3\beta} \right)^{1/2} \hat{G}(x, \hat{t})
\]

maps Eq. (3.8) into a dimensionless PDE

\[
\hat{G}_{\hat{t}\hat{t}} = (\hat{G}_x^2 + 1) \hat{G}_{\hat{x}\hat{x}}
\]

containing no parameters. In (3.10), \(L > 0\) (m) is an arbitrary characteristic length scale.
3.1 Equivalence transformations and the independence on the fiber angle \( \gamma \)

For a PDE model that contains \( M \geq 1 \) constitutive functions and/or parameters \( K = (K_1, \ldots, K_M) \), equivalence transformations are transformations that map existing independent variables \( \{\xi\} \), dependent variables \( \{u\} \), and the constitutive functions/parameters into other variables and functions/parameters, so that the form of the PDEs is preserved. Knowledge of the equivalence transformations lets one efficiently reduce the number of significant parameters, and simplify the classes of constitutive functions the model involves (see, e.g., Ovsiiannikov, 1982; Bluman et al., 2010). Most common equivalence transformations include, for example, scalings and translations. The scaling transformation (3.10) for the PDE family (3.8) involving two constitutive parameters is an example of an equivalence transformation.

The nonlinear wave equation (3.6) involves three constitutive parameters: two material parameters \( \alpha, \beta \) and the fiber angle \( \gamma \). Consequently, a Lie group of equivalence transformations can be represented by an infinitesimal generator

\[
X = x^1 \partial_x + x^2 \partial_y + x^3 \partial_{\gamma}.
\]

A direct computation following the Lie’s algorithm yields three equivalence transformations; they have the simplest forms in terms of \( \tan \gamma \) rather than \( \gamma \) itself, and are given by the generators

\[
X_1 = -\frac{t}{2} \frac{\partial}{\partial t} + \frac{a}{2} \frac{\partial}{\partial a} + \beta \frac{\partial}{\partial \beta},
\]

\[
X_2 = -x \frac{\partial}{\partial x} + 2\sin \gamma \cos \gamma - \frac{4\beta \sin \gamma \cos \gamma}{\partial \beta} + \frac{\partial}{\partial \gamma}.
\]

\[
X_3 = -x \frac{\partial}{\partial x} + 2\alpha \frac{\partial}{\partial \alpha} + 4\cos^2 \gamma \frac{\partial}{\partial \beta} + (\tan \gamma) \frac{\partial}{\partial (\tan \gamma)}.
\]

The transformation generator \( X_1 \) corresponds to the scaling of \( t, a, \beta \). The finite transformation corresponding to the generator \( X_1 \) is given by

\[
\tilde{a} = a + \beta \tan^2 \gamma, \quad \tilde{\beta} = \beta, \quad \tilde{t} = t, \quad \tilde{S} = S^{-1/2} t, \quad S \in \mathbb{R},
\]

and can be used to set, for example, \( \tilde{a} = \tilde{\beta} = 1 \) to equal 1.

The generator \( X_2 \) in (3.13) yields shifts in \( \tan \gamma \), having the global group form

\[
\tilde{\gamma} = \gamma - s \tan \gamma, \quad \tilde{x} = x, \quad \tilde{t} = t - 2s \tan \gamma + s^2 + 1) \tan \gamma
\]

with a group parameter \( s \in \mathbb{R} \). In particular, the choice of \( s = -\tan \gamma \) lets one map the PDE (3.6) into one with \( \tan \gamma = 0 \), i.e., into the simpler PDE (3.8) written in terms of the corresponding quantities with tildes. The transformation is given by

\[
\tilde{x} = x, \quad \tilde{t} = t - 2s \tan \gamma + s^2 + 1, \quad \tilde{a} = \tilde{\beta} \tan^2 \gamma, \quad \tilde{\beta} = \beta \cos^4 \gamma.
\]

Substituting (3.14) into the full PDE (3.6) yields

\[
\tilde{\alpha} = (3\tilde{\beta} \tilde{G}_x^2 + \tilde{\alpha}) \tilde{G}_{xx}, \quad \tilde{\beta} = \beta \cos^4 \gamma,
\]

which is Eq. (3.8) up to the omission of the tildes. Unlike the PDE (3.8), Eq. (3.15) involves the parameter \( \tilde{\alpha} \) that is not necessarily positive.

Remark 3.1. Equivalence transformations corresponding to the generators \( X_1 \) and \( X_2 \) become degenerate in the special case \( \gamma = \pi/2 \); when the PDE (3.6) is equivalent to Eq. (3.7) instead of (3.8).

Remark 3.2. The loss of hyperbolicity of the PDE model (3.6), or equivalently (3.15), can occur when the coefficient of \( \tilde{G}_{xx} \) vanishes or changes sign. This may happen for certain solutions when the coefficient of \( \tilde{G}_{xx} \), a quadratic expression in terms of \( \tilde{G}_x \) (respectively, \( \tilde{G}_y \)), has a nonnegative discriminant. The latter is the case when \( \tilde{a} \leq 0 \). Hence the necessary (but not sufficient) condition for the loss of hyperbolicity in the PDE (3.6) is given by

\[
\sin^2(2\gamma) \geq \frac{4\alpha}{\beta^2} \tag{3.16}
\]

Clearly, (3.16) can only hold for special fiber orientations \( \gamma \) if the fiber strength provided by the material parameter \( \beta \) is significantly large (cf. Cheviakov et al., 2015). In the further analysis, the boundary case

\[
\sin^2(2\gamma) = \frac{4\alpha}{\beta^2} \tag{3.17}
\]

plays an important role.

Remark 3.3. Since in the transformation of (3.6)–(3.15), \( \tilde{a} > 0 \), but \( \tilde{a} \) may be positive, negative or zero, it is clear that a further transformation similar to (3.10) can map the PDE (3.6) into

\[
\tilde{\alpha} = \tilde{\alpha}_0 = \alpha - \beta \tan^2 \gamma, \quad \tilde{\beta} = \beta, \quad \tilde{t} = t - \beta \tan^2 \gamma + \beta \tan^2 \gamma + 1) \tan \gamma
\]

(cf. (3.11)). For this PDE family, it is clear that the loss of hyperbolicity may occur only when \( K = 0 \) or \( K = -1 \).

3.2 Analytical properties of the nonlinear wave equations (3.18)

In Section 3.1, it has been shown that the one-dimensional anti-plane shear PDE (3.6) for any fiber orientation \( \gamma \) is in a one-to-one local correspondence with a PDE of the class (3.18). This class of equations has been well-studied in the literature. We now discuss some of its basic properties. Within this section, for the simplicity of notation, all hats in the dimensionless variables are omitted.

(a) A variational formulation: Any PDE of the class (3.18) follows from a variational principle, with the Lagrangian density given (up to equivalence) by the formula

\[
\mathcal{L} = \frac{1}{2} \tilde{G}^2 + \frac{1}{4} K \tilde{G}^2 - \frac{1}{2} \tilde{G}_{xx}. \tag{3.19}
\]

Due to the existence of the variational formulation, according to Noether’s theorem, there is a one-to-one correspondence between equivalence classes of variational symmetries and local conservation laws (e.g., Olver, 2000).

(b) Local conservation laws: Local conservation laws for the current model can be systematically sought using the
direct method (Appendix A). The following conservation laws hold for the PDE family (3.18), and consequently, for the equivalent full one-fiber physical model (3.6), for an arbitrary fiber family orientation.

1. The local conservation of the Eulerian momentum in the perturbation direction \( X^i \) follows from the multiplier \( \Lambda = 1 \), and corresponds to the Eulerian spatial translation symmetry \( \partial / \partial x^i \):

\[
D_t(G_t) - D_x(G_t, \{G_x^2 + K \}) = 0. \tag{3.20}
\]

For example, for finite perturbations with a compact support, \( S \subseteq \mathbb{R} \), the conserved linear momentum is a constant of motion given by

\[
M_{x^i} = \int_S G(x, t) \, dx \cdot \frac{d}{dt} M_{x^i} = 0. \tag{3.21}
\]

Global conserved quantities for other local conservation laws below are computed in a similar manner.

2. The conservation of Lagrangian momentum corresponds to the multiplier \( \Lambda = G_t \) and the Lagrangian spatial translation symmetry \( \partial / \partial x^i \). It is given by the divergence expression

\[
D_t(G_t G_r) - D_x(G_t, \{G_x^3 + K \}) = 0. \tag{3.22}
\]

3. The local conservation of energy arises from the multiplier \( \Lambda = G_t \). The corresponding symmetry is the time-translation \( \partial / \partial t \). The total energy, if it is finite, is a constant of motion given by

\[
E = \int_S \left( \frac{1}{2} (G_t^2 + G_r^2) + \frac{1}{2} G_x^4 \right) \, dx = \text{const}. \tag{3.23}
\]

4. A conservation law following from the multiplier \( \Lambda = t \) has the form

\[
D_t(G - t G_t) + D_x(t G_r, \{G_x^2 + K \}) = 0. \tag{3.24}
\]

It is well-known in mechanics (see, e.g., Olver, 2000, p. 279), and may be called the “center of mass theorem” in models where \( G \) represents mass density. The corresponding variational symmetry is the Galilei transformation \( \partial / \partial G \). The related global conserved quantity, in conjunction with (3.21), yields

\[
\int_S G(x, t) \, dx - t M_{x^i} = C = \text{const}.
\]

5. An infinite number of conservation laws of (3.18) can be shown to arise from local multipliers \( \Lambda(G_t, G_r) \) given by solutions of a linear PDE:

\[
\Lambda_{G_t, G_r} = [G_t^2 + K] A_{G_t, G_r}. \tag{3.25}
\]

Due to the self-adjoint nature of the PDE family (3.18), these multipliers are equivalent to a set of contact variational symmetries \( \tilde{X} = \theta(G_t, G_r) / \partial G \) (see also Biblo et al., 2012). Such an infinite set of local conservation laws or contact symmetries can be used to construct a Legendre contact transformation (Anco et al., 2008; Kumei and Bluman, 1982; Bluman et al., 2010):

\[
u = G_t, \quad \nu = G_t, \quad W(u, v) = G(x, t) - x G_x - t G_{t},
\]

which inverts each nonlinear PDE (3.18) into a linear wave equation

\[
W_{uu} = (u^2 + K) W_{tt}. \tag{3.26}
\]

6. Higher-order conservation laws of the PDEs (3.18) exist. An example of a conservation law corresponding to a third-order multiplier is given by

\[
D_t \left( \frac{G_{x^2}}{G_x} - (G_x^2 + K) G_{x^2} \right) + D_x \left( \frac{G_{x^3}}{G_x} - (G_x^2 + K) G_{x^3} \right) = 0. \tag{3.27}
\]

The physical interpretation of the conserved density in (3.27) remains to be studied. The family of PDEs (3.18) can have further higher-order conservation laws, which may be, however, harder to compute.

7. When \( K = 0 \), Eq. (3.18) reads \( G_x = G_x^2 G_{x^2} \). It can be shown to have an additional variational symmetry \( Y = (G - 3G_x - St G_r) / \partial G \) (see Cheviakov et al., 2015), which is a scaling symmetry. According to Noether’s theorem, one has the corresponding conservation law multiplier \( \Lambda = G - 3G_x - St G_r \). The local conservation law is given by

\[
D_t \left( \frac{G_{G_t} - \frac{3}{2} [G_x^2 + \frac{1}{4} G_{x^2}] - 3G_x G_x}{G_x^2} \right) - D_x \left( \frac{G_{G_t} - \frac{3}{2} [G_x^2 + \frac{1}{4} G_{x^2}] - 3G_x G_x}{G_x^2} \right) = 0. \tag{3.28}
\]

The analogs of the conservation law (3.28) hold for the general nonlinear wave equation (3.6) with an arbitrary fiber direction when the condition (3.17) is satisfied.

(c) Wave breaking: The squared characteristic speed \( c^2 = G_t^2 + K \) of (3.18) is variable, hence points on the solution curve corresponding to higher values of the curve slope \( |G_t| \) will yield higher characteristic speeds. Depending on the initial data, this may lead to the intersection of characteristic curves and shock formation. Such effects restrict applicability limits of non-dissipative hyperelastic models (cf. Cheviakov et al., 2015; Saccomandi and Vitolo, 2014).

### 3.3. A sample numerical simulation

For an illustration of solution behavior, we numerically solve the nonlinear wave equation (3.18) with \( K = 1 \) for a stationary Gaussian initial displacement:

\[
\tilde{G}(\tilde{x}, 0) = \exp(-\tilde{x}^2), \quad G_t(\tilde{x}, 0) = 0. \tag{3.29}
\]

to obtain a nonlinear D’Alembert-like pair of left- and right-traveling waves (Fig. 2).

The above solution can be used to plot, for example, the material lines \( X^i = \text{const} and the fiber lines \( X^3 = \text{const} for the one-dimensional hyperelastic anti-plane shear PDE (3.8) for the fiber angle \( \gamma = 0 \). We employ the parameter values

\[
\rho_s = 1.1 \cdot 10^3 \text{ kg/m}^3, \quad a = 1.5 \cdot 10^3 \text{ Pa}, \quad b = 0, \quad q = 1.18 \cdot 10^3 \text{ Pa},
\]

which are typical for a rabbit carotid artery media (Holzapfel et al., 2000), in the transformations (3.10). The above numerical solution of the dimensionless PDE (3.18) with the initial Gaussian profile at \( t = 3 \) yields the displacements of the material and fiber lines shown in Fig. 3.
4. Planar shear waves – displacements transverse to an axis

Another class of displacements of interest is given by displacements orthogonal to the $X^1$ direction:

$$X = \begin{bmatrix}
X^1 \\
X^2 + H(X^1, t) \\
X^3 + G(X^1, t)
\end{bmatrix},$$

(4.1)

which again propagate along the direction of $X^1$, with the single fiber family given by unit vector $\mathbf{3}(3)$ (see Fig. 1). For the motions (4.1), the incompressibility condition is identically satisfied. For this essentially one-dimensional problem, we again employ the simplified notation (3.4), $H = H(x, t)$.

Using the strain energy density (3.1) and the ansatz (4.1) in the equations of motion (2.12) with zero body forces, we find that the pressure equation decouples again, and the hydrostatic pressure can be computed explicitly:

$$p = \rho_0 \eta \cos^3 \gamma \left[ \cos \gamma (G^2_x + H^2_x) + 2 \sin \gamma G_x \right] + f(t),$$

(4.2)

where $f(t)$ is an arbitrary function. As noted in Cheviakov et al. (2015), the PDEs for the displacements $H(x, t), G(x, t)$ have the form

$$H_t = \left( \alpha + \beta \cos^3 \gamma \left[ 2 \sin \gamma G_x + \cos \gamma (3H^2_x + G^2_x) \right] \right) H_{xx},$$

$$G_t = 2\beta \cos^3 \gamma \left[ \sin \gamma + \cos \gamma (G_x H_x) \right] G_{xx},$$

$$G_{xt} = \left( \cos^2 \gamma \left[ \cos^2 \gamma (H^2_x + 3G^2_x) + 3 \sin (2\gamma) G_x + 2 \sin^2 \gamma \right] \right) G_{xx}.$$ 

(4.3)

The PDEs (4.3) are variational. The Lagrangian density is of the form

$$\mathcal{L} = \mathcal{P} - \mathcal{K},$$

(4.4)

where the potential energy is obtained from (3.1) and has the form

$$\mathcal{P} = \mathcal{W} = \frac{a}{2} H^2_x + G^2_x + \beta \cos^2 \gamma \left[ G^2_x + 2 \sin (2\gamma) G_x + 4 \sin^2 \gamma \right]$$

$$+ \cos \gamma H^2_x \left[ \cos \gamma (2G^2_x + H^2_x) + 4 \sin \gamma G_x \right];$$

(4.5)

the kinetic energy is given by

$$\mathcal{K} = \frac{1}{2} (H^2_x + G^2_x).$$

(4.6)

The Lagrangian density (4.4) does not involve the pressure term of (2.13), since for the displacements (4.1), $f \equiv 1$.

Special cases arise for the system (4.3) for the fiber angle values $\gamma = \pi/2$ and $\gamma = 0$. For $\gamma = \pi/2$, the fibers are directed along $X^1$, and both displacements $H(x, t)$ and $G(x, t)$ are independent of the fiber direction. In agreement with Theorem 1 of Cheviakov et al. (2015), such motions are described by independent linear PDEs:

$$H_{tt} = a H_{xx}, \quad G_{tt} = a G_{xx}.$$  

(4.7)

The second special case corresponding to the fiber angle $\gamma = 0$ yields a symmetric form of the wave equation (4.3):

$$H_{tt} = a H_{xx} + \beta \left[ (3H^2_x + G^2_x) H_{xx} + 2G_x H_x G_{xx} \right],$$

$$G_{tt} = a G_{xx} + \beta [2G_x H_x H_{xx} + (H^2_x + 3G^2_x) G_{xx}].$$  

(4.8)

Remark 4.1. Similar to the case of the anti-plane shear, equivalence transformations in the form of Lie point transformations can be computed for the general PDE system (4.3). It can be shown that there exists an equivalence transformation that invertibly maps the general PDE system (4.3), for an arbitrary fiber direction $\gamma \neq \pi/2$ into the symmetric case (4.8) corresponding to $\gamma = 0$; the two systems are thus mathematically equivalent. This point transformation is given by

$$x = \tilde{x}, \quad t = \tilde{t}, \quad G = \tilde{G} - \tan \gamma \quad a = \tilde{a}$$

$$+ \tilde{\beta} \tan^2 \gamma, \quad \beta = \tilde{\beta} \cos^{-3} \gamma.$$  

(4.9)

Substitution of (4.9) into (4.3) and the omission of tildes yields the system (4.8) corresponding to the fiber angle $\gamma = 0$.

The parameter transformation obtained by the inversion of (4.9):

$$\tilde{a} = a - \frac{\beta}{4} \sin^2 2\gamma, \quad \tilde{\beta} = \beta \cos 4 \gamma$$

(4.10)

shows that $\tilde{a} = 0$ in the case (3.17); as shown below, this case yields an additional point symmetry and an additional conservation law.

Remark 4.2. Both the PDEs (4.8) and the general system (4.3) can be further invertibly transformed into a one-parameter family of PDE systems:

$$H_{tt} = KH_{xx} + \left[ (3H^2_x + G^2_x) H_{xx} + 2G_x H_x G_{xx} \right],$$

$$G_{tt} = KG_{xx} + \left[ 2G_x H_x H_{xx} + (H^2_x + 3G^2_x) G_{xx} \right],$$

$$K = 0, \pm 1.$$  

(4.11)

In particular, the PDEs (4.8) with $a, \beta > 0$ are transformed into (4.11) with $K=1$ by a scaling transformation

$$x = L x^*, \quad t = L^{-1/2} t^*, \quad G = L^{1/2} G^*, \quad H = L^{1/2} H^*.$$  

(4.12)

$L = \text{const} > 0$, and a subsequent omission of the asterisks.

The general family (4.3) is first transformed into the system (4.8) (see Remark 4.1), where one could have $a > 0$, $a = 0$, or $a < 0$. In the case $a > 0$, the transformation (4.12) is used, and the system is mapped into (4.11) with $K=1$. If $a < 0$,
the transformation
\[ t = L(-\alpha)^{-1/2}t^*, \quad G = L \left( \frac{\alpha}{\beta} \right)^{1/2} G^*, \quad H = L \left( \frac{-\alpha}{\beta} \right)^{1/2} H^*. \] (4.13)

maps the system into (4.11) with \( K = -1 \). Finally, when \( \alpha = 0 \), one takes
\[ t = L\beta^{-1/2}t^*, \quad G = LG^*, \quad H = LH^*. \] (4.14)
and upon the omission of asterisks, obtains the Eq. (4.11) with \( K = 0 \).

4.1. Conservation laws of the planar shear equations (4.11)

As per Remark 4.2, to study the local conservation laws of the models (4.3) and (4.8), it is sufficient to classify the local conservation laws of the simplified system (4.11) with respect to the single discrete parameter \( K \). The direct method is employed. Since the system (4.11) is in the Kovalevskaya form with respect to time, one may assume, without loss of generality, that neither the multipliers, nor the density, nor the fluxes of the conservation laws depend on \( H_m, G_m \) and their derivatives. In order to compute the complete set of second-order local conservation law multipliers, the latter are assumed to have the dependency:
\[ \Lambda_i = \Lambda_i(x, t, G, H, H_m, G_m, \gamma, \gamma_m, \gamma_m), \quad i = 1, 2. \] (4.15)
The system of multiplier determining equations consists of 213 linear PDEs, and is solved to yield the following two cases:

Case 1: \( K \neq 0 \). In this case, one has seven linearly independent conservation laws, as follows:

1. The local conservation laws for Eulerian linear momenta in \( X^1 \) and \( X^3 \) directions arise for multiplier pairs \( (\Lambda_1, \Lambda_2) = (1, 0) \) and \( (0, 1) \). This yields the divergence forms of the momentum equation (4.2):
\[ D_t (G_t) - D_x ((K + G_x^2 + H^2_t) G_x) = 0. \] (4.16)
\[ D_t (H_t) - D_x ((K + G_x^2 + H^2_t) H_x) = 0. \] (4.17)

The global conserved quantities are the total linear momenta, given by (3.21) and the corresponding expression involving the amplitude \( H \).

2. The conservation of the momentum in the Lagrangian frame, which is a conservation law independent of the Eulerian momenta, corresponds to the multiplier pair \( (\Lambda_1, \Lambda_2) = (H_t, G_x) \) and the Lagrangian spatial translation symmetry \( \partial/\partial x \). It is given by
\[ D_t (H_t G_t + G_x (H_t^2 + G_x^2)) + \frac{1}{2} H_t^2 + G_x^2 = 0. \] (4.18)

We note the difference in the factor \( \frac{1}{2} \) vs. \( \frac{3}{2} \) here and in the anti-plane shear case (3.22); the difference is due to the factor of 3 difference in the choice of equivalence transformations (4.12) and (3.10).

3. The local conservation of energy:
\[ D_t \left( \frac{1}{4} (H_t^2 + G_x^2 + K H_x^2 + G_x^2) + \frac{1}{2} (H_t^2 + G_x^2) \right) - D_x (G_t G_x (\frac{G_x^2}{H_x^2} + K)) = 0. \] (4.19)

arises from the multiplier pair \( (\Lambda_1, \Lambda_2) = (H_t, G_x) \), or from Noether’s theorem for the variational time-translation symmetry \( \partial/\partial t \). The total energy is given by the spatial integral of the conserved density in (4.19) over the domain where the perturbation \( H^2 + G^2 > 0 \).

4. Two local conservation laws following from the multiplier pairs \( (\Lambda_1, \Lambda_2) = (t, 0) \) and \( (0, t) \), the "center of mass theorem" components in the direction of \( X^2 \) and \( X^3 \), are given by
\[ D_t (H_t - H_z) + D_x (H_x (H_x^2 + G_x^2) + K) = 0, \] (4.20)
\[ D_t (G - t G_x) + D_x (t G_x (H_x^2 + G_x^2) + K) = 0. \] (4.21)

The corresponding global conserved quantities describe the rates of change of the average displacement in each direction (cf. (3.24)).

5. Finally, the multiplier pair \( (\Lambda_1, \Lambda_2) = (-G, H) \) corresponds to the rotation symmetry \( -G \partial/\partial H + H \partial/\partial G \) in the
(x₁, x²)-plane, and expresses the conservation of the Eulerian angular momentum in the x₁-direction. It is given by
\[ D_t \left( HG_x - GH_x \right) - D_x \left( HG_{xx} - GH_{xx} \right) \left( H^2 + G^2 + K \right) = 0. \] (4.22)

The conserved density θ = HG_x - GH_x is the linear density of angular momentum in the material direction x = X₁. The global conserved quantity is the total Eulerian angular momentum of a material slab orthogonal to the axis of x = X₁, for a ≤ x ≤ b:
\[ A = \int_a^b \left( HG_x - GH_x \right) dx = \text{const}. \]

Case 2: K=0. In this case, one obtains an additional multiplier pair \((λ₁, λ₂) = (H - 3xH_x - 5tH_x, G - 3xG_x - 5tG_x)\), which clearly corresponds to the evolutionary form of the scaling symmetry:
\[ Y = 3x \frac{∂}{∂x} + 5t \frac{∂}{∂t} + \frac{G}{∂G} \frac{∂}{∂H} + H \frac{∂}{∂H}. \] (4.23)

The additional local conservation law is given by the divergence expression
\[ D_x θ + D_x ψ = 0, \] (4.24)
with the conserved density
\[ θ = HH_x + GG_x - 3x(HH_x + GG_x) - \frac{5}{2} t(2H^2 + G^2) + (H^2_x + G^2_x), \]
and the flux
\[ ψ = \frac{3}{2} x \left( (H^2_x + G^2_x) + 3(H^2_x + G^2_x) \right) + (5tHH_x + GG_x) - (HH_x + GG_x)(H^2_x + G^2_x). \]

It is challenging to provide an immediate physical interpretation of the conservation law (4.24); we note that it is evidently a generalization of the anti-plane shear conservation law (3.28) (Section 3.2) onto the case H ≠ 0.

**Remark 4.3.** For the planar shear model (4.3), the infinite set of first-order conservation laws does not arise for the multiplier ansatz (4.15), as it does for the anti-plane shear model (Section 3.2). Respectively, no analog of the linearizing Legendre transformation exists for the model (4.3); this is a result of essential coupling between the two nonlinear wave equations. It remains an open problem to seek conservation laws of the PDE system (4.3) arising from higher-order multipliers.

**Remark 4.4.** In Cheviakov et al. (2015), Lie point symmetries of the PDE model (4.8) \( γ = 0 \) have been computed, and a family of traveling wave-type exact solutions has been derived. With the help of the invertible transformations (4.12), these results directly carry over to the planar shear model (4.3) for an arbitrary fiber angle \( γ \in (0, π/2) \).

---

**5. A two-fiber anti-plane shear model**

We now generalize the model of Section 3 onto a more practically realistic case of two fiber families. We suppose that the fibers in the material configuration are straight, parallel respectively to the unit vectors
\[ A_1 = \begin{bmatrix} \cosγ_1 \\ 0 \\ \sinγ_1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} \cosγ_2 \\ 0 \\ \sinγ_2 \end{bmatrix}, \]
(5.1)
in the \((X^1, X^3)\)-plane. The configuration is shown in Fig. 4(a). It can be viewed as an “flat cylinder” approximation of an arterial wall setup (Holzapfel et al., 2000) with no displacements in the radial direction, and when displacements are small compared to the radius of curvature (Fig. 4(b)).

Consider a specific form of the strain energy density (cf. (2.6) and (2.8)) given by
\[ W = a(I_1 - 3) + b(I_2 - 3) + q_1(I_4 - 1)^2 + q_2(I_6 - 1)^2 + K_3 l^2 + K_4 s. \] (5.2)

We assume
\[ γ_1 ∈ \left(0, \frac{π}{2}\right), \quad γ_2 ∈ \left(-\frac{π}{2}, 0\right); \]
in particular, for arterial wall models, it is common to take
\[ γ_2 = -γ_1, \quad q_2 = q_1, \]
(5.3)
which we do not generally assume.

The model (5.2) involves six positive constant material parameters: \(a, b, q_1, q_2, K_3, K_4\). As before, \(a, b\) are Mooney-Rivlin constants, \(q_{1,2}\) represent the strengths of fiber effects for the two fiber families (5.1), and \(K_{3,4}\) are fiber interaction constants (Peng et al., 2010). The model (5.2) is rather general in the sense that it contains first Taylor terms of the dependence of the
strain energy density $W$ on the invariants $I_1$, $I_2$, $I_4$, and $I_6$ for a wide class of two-fiber hyperelastic constitutive models.

We are interested in deriving a nonlinear wave equation for the anti-plane shear displacement in the ansatz (3.2), naturally compatible with the incompressibility condition. This PDE will generalize the Eq. (3.6).

Upon the substitution of (5.2) and (3.2) into the dynamic equation (2.12) with no forcing, it is found that the momentum equation in the direction of $X^1$ can be integrated and explicitly yields the hydrostatic pressure

\[
p = 2p_0\rho_0 \cos \gamma_1 \cos \gamma_2 \cos^2(\gamma_1 - \gamma_2) \cos \gamma_1 \cos \gamma_2 G_x + \sin (\gamma_1 + \gamma_2) G_x + \sum_{i=1}^2 \rho_i \cos \gamma_i G_i + f(t) = M_0 G_x^2 + M_1 G_x + f(t), \quad M_{1,2} = M_{1,2}(C_1, \beta_{1,2}, \gamma_{1,2}) = \text{const}, \tag{5.4}
\]

where the notation $X^1 = x$, $G = G(x, t)$, $p = p(x, t)$, $\quad \rho = (a + b)/\rho_0 > 0$, $\beta_{1,2} = 4 q_{1,2}/\rho_0 > 0$, $\quad \kappa_1 = 2K_3/\rho_0 > 0$, $\quad \kappa_2 = 2K_4/\rho_0 > 0$, similar to (3.4), has been adopted. The $X^2$-component of the momentum equation vanishes, and the $X^3$-component yields the wave nonlinear equation

\[
G_{tt} = (AG_x^2 + BG_x + C)G_{xx}, \tag{5.6}
\]

where the constants $A$, $B$, and $C$ depend on the material parameters as follows:

\begin{align*}
A &= 6\kappa_1 \cos^2(\gamma_1 - \gamma_2) \cos^2 \gamma_1 \cos^2 \gamma_2 + 3 \sum_{i=1}^2 \beta_i \cos \gamma_i > 0, \\
B &= 6\kappa_1 \cos^2(\gamma_1 - \gamma_2) \sin (\gamma_1 + \gamma_2) \cos \gamma_1 \cos \gamma_2 + 6 \sum_{i=1}^2 \beta_i \sin \gamma_1 \cos \gamma_i, \\
C &= \kappa_1 \cos^2(\gamma_1 - \gamma_2) \sin 2\gamma_2 \sin \gamma_2 \cos \gamma_1 \cos \gamma_2 \cos^2 \gamma_1 + \cos^2 \gamma_2 \\
&+ \kappa_2 \cos(\gamma_1 - \gamma_2) \cos \gamma_1 \cos \gamma_2 + \sum_{i=1}^2 \beta_i \sin \gamma_i > 0. \tag{5.7}
\end{align*}

Depending on the sign of the discriminant $D = B^2 - 4AC < 0$, the loss of hyperbolicity in the PDE (5.6) may be possible. In particular, if $D < 0$, Eq. (5.6) is always hyperbolic, and can be mapped into the familiar equation (3.18) with $K=1$. When $D > 0$, the PDE is equivalent to Eq. (3.18) with $K = -1$. In both cases, the transformation is given by

\[
x = L\dot{x}, \quad t = 2L \int \frac{\sqrt{A}}{|D|} G(x, t) = \sqrt{|D|} \frac{L}{2A} G(\tilde{x}, \tilde{t}) - B \frac{B \tilde{x}}{2A}. \tag{5.8}
\]

When $D = 0$, Eq. (5.6) is equivalent to (3.18) with $K = 0$.

Due to the equivalence of the two-fiber anti-plane shear model (5.6) to the nonlinear wave Eq. (3.18) for some fixed $K$, the conservation law classification repeats that of Section 3.2. Similarly, for numerical simulation, it is sufficient to perform computations for (3.18) and use the transformations inverse to (5.8) to obtain the results for the two-fiber model (5.6). The Lagrangian density for the PDEs (5.6) is also obtained from the $K$-family Lagrangian (3.19) through transformations inverse to (5.8).

We now present a numerical illustration of an anti-plane shear wave propagating in a material described by the constitutive model (5.2). We take the numerical parameters corresponding to the rabbit carotid artery media (Holzapfel et al., 2000), given by (3.30), with fiber angles

\[
\gamma_1 = -\gamma_2 \approx \pi/6,
\]

and sample anisotropy parameters

\[
\kappa_1 = 5 \text{ m}^2/\text{s}^2, \quad \kappa_2 = 0.
\]

The corresponding constants $A$, $B$, and $C$ in the wave equation (5.6) are given by

\[
A \approx 18.70 \text{ m}^2/\text{s}^2, \quad B = 0, \quad C \approx 6.88 \text{ m}^2/\text{s}^2,
\]

and the discriminant $D = B^2 - 4AC < 0$. Fig. 5 shows the material lines $X^1 = \text{const}$, $X^3 = \text{const}$ and the fiber lines $X^1 = X^1 \tan \gamma_i = \text{const}$, $i = 1, 2$, in the Lagrangian and Eulerian configurations, for the initial conditions given by $G(x, 0) = G_0 \exp(-kx^2)$, $G_0 = 1/k = 1 \text{ mm}$, with $G_0(x, 0) = 0$. The d’Alembert-like solution is symmetric with respect to the $X^3$-axis.

\[
\begin{align*}
\text{Fig. 5} & \quad \text{Material lines } X^1 = \text{const}, X^3 = \text{const} \text{ (black, vertical and horizontal) and the fiber lines } X^1 = X^1 \tan \gamma_i = \text{const}, i = 1, 2 \text{ (blue, red) for the one-dimensional hyperelastic two-fiber anti-plane shear model (5.2). The material configuration (left) and the actual configuration (right) at the time } t = 5 \cdot 10^{-4} \text{ s. Spatial coordinates are given in millimeters. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)}
\end{align*}
\]
6. A one-dimensional hyper-viscoelastic model

The anti-plane shear model of Section 3 is now generalized to include viscoelastic effects through the use of the pseudo-invariants $J_2$ and $J_3$ defined in (2.15) and (2.17). We assume the displacements in the $X^3$-direction, of the form (3.2), propagating in the $X^1$-direction ($X^1=x$), and a single fiber family directed along the vector (3.3). The pseudo-strain energy density is given by

$$W = W^h + W^v = a(1 - 3) + b(l_2 - 3) + q(l_4 - 1)^2 \quad \text{+} \quad H_2^2(l_2(l_2 - 1))^2. \quad (6.1)$$

The model involves five constant constitutive parameters. Due to the presence of the components of the tensor $C$, the forms of the PDEs resulting from the substitution of (6.1) into the equations of motion (2.12) (with no forcing) are significantly more complicated than that for the purely hyperelastic case.

We again use the short-hand notation (3.4), additionally denoting

$$\eta = H_1/\rho_0, \quad \zeta = H_2/\rho_0.$$  

The physical dimension units of the coefficients $\eta$, $\zeta$ are the units of the kinematic viscosity of a viscous fluid ($m^2/s$). For displacements of the form (3.2), the incompressibility condition $J = \text{det} F = 1$ is identically satisfied, and the $X^2$-component of the momentum equation vanishes identically.

For the general form of $W$ in (6.1), the hydrostatic pressure expression and the PDE for $G(x,t)$ can be derived from the $X^1$- and $X^3$-components of the momentum equation; their forms, however, are given by rather complicated expressions. We consider a special case of interest corresponding to the wave propagation in the fiber direction, i.e., $\gamma = 0$. In this case, the hydrostatic pressure and the PDE for the displacement are respectively given by

$$p = \rho_0[\eta G_{x}^2 + 2(\eta + 2\eta G_x G_{xx}) + f(t)]. \quad (6.2)$$

$$G_{nn} = (\alpha + 3\eta G_x)G_{xx} + \eta G_{x}^2 + 2\eta G_x G_{xx} + 4\eta G_x G_{xxx}.$$  

When $\eta = \zeta = 0$, Eqs. (6.2) and (6.3) reduce to the formulas (3.8) and (3.9) for the hyperelasticity model. We note that the damping $\eta$- and $\zeta$-terms in (6.3) are significantly more complicated than, for example, a basic friction forcing term $-\eta G_x$ in a linear wave model describing small oscillations of an elastic string in a viscous medium.

The equivalence transformation (3.10) with some $L = \text{const}$ can be used to map the PDE (6.3) into a dimensionless form

$$\ddot{\zeta}_{tt} = \left(\ddot{\zeta}_{x}^2 + 1\right)\ddot{\zeta}_{xx} + \left(\dot{\zeta}_{x}^2 + \dot{\zeta}_{xx}^2\right)\ddot{\zeta}_{xx} + \left[3\ddot{\zeta}_{x}^2 \zeta_x - 2\ddot{\zeta}_{x} \ddot{\zeta}_{x} + 3\ddot{\zeta}_{x} \ddot{\zeta}_{xx}\right]. \quad (6.4)$$

involving the dimensionless parameters

$$\dot{a} = \frac{a}{\rho}, \quad \dot{\theta} = \frac{\eta \sqrt{a}}{9L\sqrt{\eta}}, \quad \zeta = \frac{\zeta^{2/3}}{27L^2 \eta}. \quad (6.5)$$

6.1. Conservation laws and potential systems of the hyper-viscoelastic fiber-aligned wave propagation model (6.4)

We now use the direct conservation law construction method (Appendix A) with third-order multipliers to seek local conservation laws of the dimensionless nonlinear PDE (6.4). For the simplicity of notation, hats on the dimensionless variables $\dot{x}$, $\dot{t}$, $\dot{G}$ will be omitted. Let the conservation law multipliers have the form

$$\lambda = \lambda(x, t, G, G_t, G_{xx}, G_{xxx}, G_{xxxx}).$$

In the general case, for arbitrary $\dot{a}$, $\dot{\theta}$, $\dot{\zeta}$, two local conservation laws arise:

1. The conservation law for the multiplier $\lambda_1 = 1$ is given by

$$D_x[G_t - \dot{\theta}(3 + 2\dot{a}G_x^2) + \dot{\zeta}(3 + 4\dot{a}G_x^2)G_x^2G_{xx} - 3(1 + \dot{\theta}G_x^2)G_x] = 0. \quad (6.6)$$

2. The conservation law for the multiplier $\lambda_2 = t$ is given by

$$D_t[(1 + \dot{\theta}G_x^2)G_x - \dot{\theta}(3 + 2\dot{a}G_x^2)G_x^2G_{xx} + 4\dot{G}_x(1 + \dot{\theta}G_x^2)G_x - t(1 + \dot{\theta}G_x^2)G_x] = 0. \quad (6.7)$$

An immediate application of the conservation laws (6.6) and (6.7) is the construction of potential systems which allows for a simpler finite-difference numerical solution than the original PDE (6.4). Indeed, in the third-order PDE (6.4), derivatives involving time of the form $G_{tt}, G_{xxx}$ and $G_{xxxx}$ occur linearly. In order to solve this PDE “as is”, specialized explicit finite-difference schemes can be derived. For a simpler numerical solution, one can use, for example, the conservation law (6.6) to introduce a potential variable $V(x,t)$ (cf. Bluman et al., 2010) so that the pair ($G, V$) satisfies the potential system

$$V_x = G_t - \dot{\theta}(3 + 2\dot{a}G_x^2) + \dot{\zeta}(3 + 4\dot{a}G_x^2)G_x^2G_{xx}, \quad V_t = [1 + \dot{\theta}G_x^2]G_x. \quad (6.8)$$

One consequently obtains a coupled system of evolution equations

$$\frac{\partial}{\partial x} [G] \left[ \begin{array}{c} V_x \\ V_t \end{array} \right] = \left[ \begin{array}{c} V_x + \dot{\theta}(3 + 2\dot{a}G_x^2) + \dot{\zeta}(3 + 4\dot{a}G_x^2)G_x^2G_{xx} \\ 1 + \dot{\theta}G_x^2 \end{array} \right] G_x. \quad (6.9)$$

involving the time derivatives only in the left-hand sides. The system (6.9) can be used, for example, for numerical computations that employ a higher-order Runge-Kutta-based method of lines.

The second potential system arising from the local conservation law (6.7) is given by

$$W_x = G_t - \dot{\theta}(3 + 2\dot{a}G_x^2) + \dot{\zeta}(3 + 4\dot{a}G_x^2)G_x^2G_{xx}, \quad W_t = -\dot{\theta}(3 + 2\dot{a}G_x^2)G_x^2 + \dot{\zeta}(3 + 4\dot{a}G_x^2)G_x^2 - t(1 + \dot{\theta}G_x^2)G_x. \quad (10.6)$$

and involves a nonlocal variable $W(x,t)$. 


6.2 A sample numerical computation

We now numerically solve the dimensionless PDE (6.4) with the same initial data and constants as used in Section 3.3 for the dimensionless inviscid model. The finite-difference method of lines implemented in MatLab is applied to the potential system (6.9). The initial condition for the potential \( V(x,t) \) corresponding to (3.29) is given by \( V(x,0) = 0 \). The parameters (6.5) corresponding to the choice (3.30) with \( \eta = 10 \text{ m}^2/\text{s}, \xi = 5 \text{ m}^2/\text{s} \) are given by \( \hat{a} = 0.636, \hat{\eta} = 0.427, \hat{\xi} = 0.0453 \).

Similar to the case of Section 3.3, the problem is solved in \( -30 \leq x \leq 30 \) with homogeneous Dirichlet boundary conditions. The results, in comparison to those with zero viscosity (Fig. 2), are presented in Fig. 6. In addition to the evident decrease of the wave amplitude with time, for the viscoelastic case, we observe an increased stability of the computation due to the absence of wave breaking.

7. Discussion

Wave methods are widely used for the measurement of mechanical properties of biomembranes in a non-destructive manner. This involves the solution of complicated nonlinear boundary value problems. Mathematical formulation of the related basic nonlinear wave propagation models and the analysis of their structure and solution properties are therefore of high practical relevance.

In contrast to the commonly adopted incremental framework based on linear approximations of the field equations, the current contribution considered fully nonlinear time-dependent elasticity and viscoelasticity equations. Several PDE models have been presented, describing the dynamics of the following displacements in fiber-reinforced incompressible hyperelastic media:

- Anti-plane shear displacements, hyperelastic model, single fiber family, and general fiber family orientation.
- Planar shear displacements perpendicular to the wave propagation direction, hyperelastic model, single fiber family, and general fiber family orientation.
- Anti-plane shear displacements, hyperelastic model, two fiber families, and general fiber family orientations.
- Anti-plane shear displacements, single fiber family, and hyper-viscoelastic framework.

Equivalence transformations were derived to substantially reduce the number of parameters in the models. In particular, it was shown that the nonlinear wave equations, arising in Sections 3 and 5, can be invertibly mapped to a nonlinear wave equation (3.18) involving a single parameter \( K = 0, \pm 1 \).

Local conservation laws of the models were systematically constructed using the direct construction method. It was shown that the basic nonlinear PDE (3.18) admits an infinite number of conservation laws, and can be invertibly mapped into a linear variable-coefficient wave equation (3.26).

Other analytical properties of the presented models have been considered, and sample numerical solutions have been obtained. The numerical examples of Sections 3.3 and 5, even though provided mostly for illustration purposes in rather idealized settings, are based on real experimental data. The numerical solutions describe finite perturbations, thereby going significantly beyond the usual laboratory testing capabilities. Predictions of numerical simulations similar to the presented ones can be used to evaluate physical parameters, such as mechanical moduli, from an inverse approach based on a comparison with real dynamical measurements.

Future work directions will include the application of the obtained results, in particular, the local conservation laws, to analytical and numerical computations for biomembranes and other tissues and materials of interest for applications. Work will continue to extend the presented analysis to models in other geometries, including cylindrical coordinates and axial symmetry, spherical coordinates, pertinent to specific biological contexts, such as artery and cornea models (cf. Holzapfel et al., 2000; Pandolfi and Manganiello, 2006). It is also of interest and importance to generalize the presented analysis to include more general constitutive relations, ideally, constitutive relations involving arbitrary functions.

An important question related to one-dimensional reductions considered in this paper is their stability in the sense of the full three-dimensional model, in particular, the possibility of nonlinear mode interaction in three-dimensional mechanics.
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Appendix A. Direct construction of conservation laws

Consider a system of \( N \) partial differential equations

\[
R^s = 0, \quad s = 1, \ldots, N.
\]  

(A.1)
with $m$ dependent variables $u(t, x) = (u^1, \ldots, u^m)$, and independent variables $t, x = (x^1, \ldots, x^n)$. The direct conservation law construction method is based on finding linear combinations of the given equations with some multipliers $\Lambda = \Lambda[u]$, leading to divergence expressions

$$\Lambda^*_R \equiv D_{x^i} \theta + D_{t} \theta^\prime. \quad (A.2)$$

Multipliers can depend on dependent and independent variables $t, x, u$, and prescribed partial derivatives of $u$, to a fixed order. (In practice, multipliers are assumed to depend on derivatives of $u$ up to some chosen prescribed order $k \geq 0$.) Then on solutions $R^* = 0$, a local conservation law (1.1) holds.

A differential function $F[u]$ is a divergence expression if and only if it is annihilated by Euler differential operators $E_{x^i}$ with respect to each scalar dependent variable $u^i, i = 1, \ldots, m$ (Anco and Bluman, 1997; Olver, 2000; Bluman et al., 2010). The conservation law multipliers are consequently found as solutions of the linear determining equations:

$$E_{x^i}[\Lambda^*_R] = 0, \quad i = 1, \ldots, m, \quad (A.3)$$

holding for arbitrary functions $u(t, x)$, i.e., off of the solution space of the given system (A.1) (see, e.g., Bluman et al., 2010).

Having computed the multipliers, one proceeds to finding the conservation law density and fluxes (Cheviakov, 2010b). Specialized symbolic software is often used in conservation law (multiplier and density/flux) computations (e.g., Cheviakov, 2007).

The direct construction method is known to be complete, i.e., to yield all nontrivial conservation laws of the model up to a prescribed order, when the equations are written in the standard, general, or extended Kovalevskaya form with respect to some independent variable (Olver, 2000; Alonso, 1979).
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